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2024 年 3 月 17 日に中央大学後楽園キャンパスで開催された「第 10 回ディベート教育国際研

究会大会」において、イリノイ州立大学の Joseph P. Zompetti 教授による基調講演が行われま

した。本稿はその講演原稿をご寄稿いただいたものです。 
The keynote lecture was given by Professor Joseph P. Zompetti of Illinois State University at the 10th 

International Conference on Debate and Argumentation Education held on March 17, 2024, at Chuo 
University’s Korakuen Campus. This report is the invited manuscript of his lecture. 
 

A quick Google search reveals news headlines such as, “2024 will be the Year of Democracy – or 
Disinformation,” “Elections and Disinformation Are Colliding Like Never Before in 2024,” 
“Disinformation Poses an Unprecedented Threat in 2024,” and “We Must Not Allow 2024 to be the 
Year Fake News Destroys Democracy.” Indeed, problems associated with mis/disinformation have been 
proliferating in the last decade, and now we are seeing an existential threat of AI intrusion in our news 
and electoral politics. This now all-too-real Sci-Fi scenario converges in 2024 with over 60 key national 
elections around the globe, impacting 49% of the world’s population (Ewe, 2023). To make matters 
worse, these nearly four billion electorates are not skilled in basic media literacy skills, much less more 
advanced competencies regarding digital media, and – now – digital disinformation and AI. As such, I 
briefly explore the intersecting forces that are shaping this crisis in order to lay a foundation for a more 
detailed examination of how argument and debate skills can help us temper and moderate what the 
World Economic Forum calls the “top risk” in 2024 – the mutually-reinforcing menace of 
disinformation and AI content that can influence democratic elections all over the planet. Despite this 
dire threat, we can explore how debate and argumentation skills translate into vital digital media 
literacies that can help address this global crisis. Practical strategies and exercises will also be noted so 
that we can confront the AI-disinformation hazards that are jeopardizing global democracy. 
 
Debate and Argumentation Education: The Journal of the International Society for Teaching 
Debate. 2024, Vol.6, pp. 20-35 
 
1. Introduction 
In this essay, I hope to reveal some intersections between argument theory and what I will be calling 
“mal-information,” and uncover some relationships between the skills learned from debate and 
argumentation theory as a way to temper the deluge of mal-information we receive daily. In the end, I 
may be posing more questions than answers, but I’m hopeful that I can offer something of value to 
something we all care about – argument and debate instruction – regarding one of the most pressing and 
potentially perilous issues of our time – mal-information. 

 
A quick Google search reveals news headlines such as, “2024 will be the Year of Democracy – or 
Disinformation,” “Elections and Disinformation Are Colliding Like Never Before in 2024,” 
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“Disinformation Poses an Unprecedented Threat in 2024,” and “We Must Not Allow 2024 to be the 
Year Fake News Destroys Democracy.” Indeed, problems associated with mis/disinformation have been 
proliferating in the last decade, and now we are seeing an existential threat of AI intrusion in our news 
and electoral politics. This now all-too-real Sci-Fi scenario converges in 2024 with over 60 key national 
elections around the globe, impacting 49% of the world’s population (Ewe, 2023). To make matters 
worse, the nearly four billion citizen electors are not skilled in basic media literacy skills, much less 
more advanced competencies regarding digital media, and – now – digital disinformation and AI. As 
such, I briefly explore the intersecting forces that are shaping this crisis in order to lay a foundation for a 
more detailed examination of how argument and debate skills can help us mitigate and moderate what 
the World Economic Forum calls the “top risk” in 2024 – the mutually-reinforcing menace of 
disinformation and AI content that can influence democratic elections all over the planet, along with 
many other alarming consequences, such as “violent protests and hate crimes to civil confrontation and 
terrorism” (World Economic Forum, 2024, para. 10). Such warnings and disclaimers feel a bit like déjà 
vu since our television and film industries have imagined worlds like our contemporary reality in science 
fiction classics like the series Battlestar Galactica (Larson, 1978-1989) and the film The Terminator 
(Hurd & Cameron, 1984). For decades humanity has pondered the possibilities of AI run amok, and now 
we are experiencing some of those fictional harbingers in real time. 
 
Indeed, the advent of AI and the limitless possible relationships it can have with mal-information is 
staggering. In addition to how AI can amplify a deleterious digital world with devastating job losses, 
continued murkiness as to what is actually “true” or “real,” and election fraud, there is also a serious risk 
that as AI continues to “self-learn,” our ability to enact safeguards for nightmare scenarios becomes 
weaker and weaker if for no other reason than we simply cannot catch-up with the “dizziness” speed of 
AI development (Pearl, 2024). For instance, Elon Musk recently predicted that the volume of AI’s data 
computations will increase ten times every six months (Wang, 2024), and others surmise that AI 
operations will exceed 100 times the current volume within the next year (Suleyman, 2023). 
Additionally, all it takes is for a “lone actor” who “can ruin things for the whole group” by accessing AI 
code for nefarious motives, which, according to many developers in the AI industry, “could wipe out 
humanity” (Lovely, 2024, p. 79). In fact, a 2022 survey of the world’s leading experts on AI revealed 
that “nearly half of them thought there was at least a ten percent chance [that] advanced AI could lead to 
human extinction or a similarly permanent and severe disempowerment of humanity” (Lovely, 2024, p. 
68). In other words, the Cylons are at our front door. 
 
Despite this dire threat, I will discuss possible actions individual users of digital media can employ, with 
a focus on argumentation and debate theories. Furthermore, and perhaps most importantly, I will 
describe how – in the midst of this very gloomy and potentially cataclysmic moment in history – many 
communities already have an infrastructure in place to foster necessary critical digital media skills. The 
infrastructure can be tweaked to motivate, inspire, and facilitate better consumption, content generation, 
and discussions concerning digital media. As a result, we may be able to begin creating the conditions 
for a more honest media ecosystem, along with a world of knowledge that can positively contribute to 
our politics, relationships, and cultures. 
 
But first, I want to take a moment to discuss language. There are related, but very distinct, components 
involved in the larger social problem of “disinformation.” Other concepts, or terms, include: 
misinformation, disinformation, fake news, conspiracy theories, propaganda, information “noise,” mal-
information, and others. To provide clarity, I will briefly define these: 

• Misinformation involves inaccurate, incorrect, and perhaps misleading information, but it is not 
generated or disseminated intentionally. 

• Disinformation is misinformation that purposefully is created and spread for the benefit of some 
at the expense of others. 
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• Fake news is more commonly considered to be the fabricating, misleading, or mischaracterizing 
of issues or people in order to obtain some sort of benefit or to cause hardship for another. Fake 
news can also be considered a rhetorical technique to label an opposition person or group in a 
way that discredits or undermines the credulity of the opposition’s discourse. 

• Conspiracy theories are extraordinary and extreme explanations for controversial events or 
issues. They become ideological narratives premised on kernels of facts that exist outside the 
boundaries of reasonableness. 

• Propaganda involves political messaging that often inaccurately promotes the views and 
perspectives of a political group that also is a rhetorical technique to degrade and maliciously 
mischaracterize opposing points of views. 

• Information noise is a phrase that can be used as a “catch-all” expression for distracting, 
deleterious, and dishonest communication. “Information noise” can be useful when a variety of 
these related concepts are occurring. 

• Glurge is used “to describe misinformation that plays on the desire to unquestioningly accept 
that which makes you happy” (Barclay, 2018, p. 2) 

• Mal-information is simply negative or bad information. Like “information noise,” mal-
information can be used as a “catch-all” term when multiple post-truth concepts are at work, and 
it can include both intentional and unintentional false information.  

 
For simplicity’s sake, I will try to use “mal-information” unless there is a specific issue that requires or 
could be clarified with a more accurate moniker.  
 
Similarly, there are various ways “literacy” is characterized in scholarly literature. For instance, here is a 
brief sampling: 

• Media literacy – “Media literacy refers to the ability to interact with media from a position of 
active inquiry, carefully considering media texts, the forces and factors that shape those texts, 
and the ways in which audiences interpret the texts or otherwise respond” (Scharrer & Zhou, 
2022). 

• Digital literacy – “Digital literacy is the ability to use information and communication 
technologies to find, evaluate, create, and communicate information, requiring both cognitive 
and technical skills” (American Library Association, 2011). 

• Digital fluency – describes “the ability to interpret, design, and produce digital media in a 
professional academic context, which is a further specification of a term used by previous 
researchers …. Digital fluency is a multiliteracy that integrates skills for consuming and 
processing information, as well as the ability to competently produce, manipulate, edit, and use 
digital content and information in ways that are ethical, responsible, and appropriate” (Motley & 
Lackaff, 2021, p. 118). 

• Information literacy – “Information literacy is an integrated set of skills, knowledge, practices, 
and dispositions that prepares students to discover, interpret, and create information ethically 
while gaining a critical understanding of how information systems interact to produce and 
circulate news, information, and knowledge” (Head et al., 2020, p. 8). 

• Critical thinking – Ennis’ (1991) definition, “Critical Thinking is reasonable, reflective thinking 
that is focused on deciding what to believe or do” (p. 6). 

 
Since we are discussing how to navigate news and political messaging online, including social media 
platforms, I prefer the term “digital media literacy”; it is not elaborate or unique, but it incorporates 
competency skills for digital media use with our politically-mediated world. 
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We should explore a bit about the current state of things. There is an important point worth noting here 
at the outset – the problems associated with disinformation are much more complex and potentially 
perilous than many may know. As a result, there are no simple answers and no easy path we can take to 
move us to a better place. The complex problems are worse when AI is included, which amplifies the 
pitfalls of disinformation enormously.  
 
Of course, disinformation is not new. Arguably, the Trojan Horse was a form of disinformation. In more 
recent times, we know there was deceptive messaging during our revolutionary war, so-called “yellow 
journalism” during the Spanish-American war, a fabricated story about the attack of the USS Maine that 
prompted our involvement in the Spanish-American war (Hearst, 1898), the propaganda and subsequent 
labeling of all rival news as lügenpresse from the Nazis, the Gulf of Tonkin incident that precipitated our 
incursion into Vietnam (Kreitner, 2014), lies about WMDs in Iraq, Russian trolls during the 2016 U.S. 
presidential election, over 33,000 lies from Trump while he was in office, the rise of so-called “fake 
news,” and so on. Yet, as most scholars who study mis/disinformation will admit, mal-information 
almost daily has increased and become more of an insidious problem since the onset of social media, 
which exacerbates the problem in a number of ways (Kreps, 2020). 
 
Social media – and online media as a whole – complicates and worsens mal-information both in terms of 
the content that is generated as well as the architecture of digital media. Mal-information seems more 
apparent now because most of us participate in information exchanges in echo chambers – insulated 
areas where certain types and perspectives of knowledge circulate (Emba, 2016). We often self-select 
particular information venues based upon our pre-existing belief systems. These information venues, 
also known as information bubbles, invite us to communicate with like-minded people in terms of 
controversial issues, such as religion and politics (Kitchens et al., 2020). When we generate knowledge 
and share it with others, and when we seek information from them, we typically are attracted to those 
who think like us. Known as confirmation bias, we actively pursue others who think like us and believe 
in similar things because we generally do not like to think we are wrong (Klein, 2019; Westerwick et al., 
2017). We actively seek to be accepted into social groups – so we flock to people who already agree 
with us. If we are ever challenged in our beliefs, instead of questioning our positions or engaging in self-
reflection, we might seek comfort by revisiting our echo chambers who will remind us that we are 
correct. When we are locked into echo chambers, many of us may never be exposed to other viewpoints, 
or when we are exposed to them, we “double-down” and become entrenched in our predispositions when 
we are seemingly validated by others who agree with our ideological points of view. 
 
The existence and digestion of mal-information is a major issue, but it is even more problematic when 
we consider the ways in which mal-information persists and operates. In addition to the presence of 
information bubbles, digital media is governed by the profit motive, or what Dan Schiller (1999) terms, 
“digital capitalism,” mainly by attracting users to sites so they can be exposed to advertisements – the 
more users who see the ads, the more money is generated. However, this basic operation has a much 
more noxious side-effect than just trying to advertise. To attract users, websites and social media 
platforms purposefully seduce us to their sites – this is done by using certain fonts, pop-ups, images, 
videos, and enticing language. Once we are there, digital media wants us to remain there – the longer we 
are visiting a site, the more we are exposed to their advertisements. Of course, sustaining our attention 
can be a major challenge since we, on average, have an eight-second attention span (McSpadden, 2015), 
and items that require our attention must compete with other elements who also want our attention. 
Known as the “attention economy,” our ability to diligently commit to a singular issue operates in a 
zero-sum game with other competing concepts and companies who work diligently and cunningly to 
capture and maintain our attention (Motley & Lackaff, 2021; Woolley, 2023). Digital media tries to keep 
us in their orbit in a variety of ways, such as “infinite scroll feeds,” the dopamine our brains release 
when we receive notifications, sharing sites to like-minded digital media friends, and what is called 
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“engagement optimization,” (Berger, 2020; Candogan & Drakopoulos, 2017) where users can rate 
(like/dislike), upload content, comment on content, and share information to platform contacts (Khan, 
2017, p. 236; Rathje et al., 2021). 
 
Finally, social media sites use algorithms to tailor a user’s experience by catering to their identities and 
interests, based on their prior online use. There are a variety of different types of algorithms, but the type 
of calculating process that attracts users and entices them to stay and use a site are called 
“recommendation algorithms,” which suggest sites to visit, offer links to information the platform 
calculates the user will want, and encourages sharing the site to platform friends. Because these 
algorithms encourage users to visit and stay on a particular site, they are also known as “propagation” 
algorithms (Narayanan, 2023). 
 
Understanding the infrastructure of digital media can help us process how users are encouraged, if not 
seduced, into the digital universe. However, we are also discussing how a specific type of information is 
generated, encouraged, shared, and utilized for pernicious reasons. There are a number of reasons why 
mal-information is created and circulated, and perhaps knowing some of the reasons it exists can help us 
identify it and jettison it from our decision-making before it can be harmful to us. The most notable 
reason mal-information exists, particularly in the realm of contentious issues, is to amplify one side of 
the controversy and diminish the other. Obviously, political actors use mal-information to promote their 
ideologies and to undermine the positions of their rivals. Another reason it pervades our digital media is 
because in certain situations, mal-information can be profitable. Of course, some industries or businesses 
can promote mal-information if the material can damage the reputation or market share of a competing 
company. Finally, some media users create mal-information for the excitement in knowing they can 
have an impact on the world. The Macedonian teenagers who were responsible for much of the mal-
information during the 2016 U.S. presidential election reportedly began their endeavors as pranks, and 
then later they discovered they could also profit financially from their misdeeds (Hughes & Waismel-
Manor, 2021; Smith & Banic, 2016).   
 
The existence of mal-information in our digital ecosystem is certainly cause for concern in its own right. 
The situation worsens when we combine the actual messages with the digital infrastructure. In other 
words, the digital landscape encourages the creation of mal-information, but it also uniquely amplifies 
the speed and scope of the information dissemination. First, like rubbernecking when drivers on the 
freeway slow down at the sight of an accident, some people find it very difficult to ignore extreme and 
even toxic messages. The more outrageous the comments, the more likely they are to be shared, 
retweeted, or recommended by users. In fact, we know that the spread of mal-information on social 
media is much faster and deeper than standard, “true” news (Vosoughi et al., 2018). Even when digital 
media users do not agree with the message content, the posts may spread because they seem absurd; 
however, not everyone will interpret them as absurd, and – in the process – the message continues to 
spread while more and more users are exposed to it. 
 
As a result, the consequences of mal-information have been, in many cases, enormous. In some 
instances, mal-information has directly and indirectly been responsible for fatalities related to 
propagated ideology, for example the 2019 Walmart shootings as a result of racist disinformation where 
20 people died (Citron, 2020), those who perished during the January 6 insurrection, the Pizzagate 
conspiracy, etc. The misinformation that circulated about COVID-19 caused an estimated 319,000 
deaths, many of which could have been prevented (Aubrey, 2022). Of course, while the aggregate, total 
financial costs of disinformation are impossible to quantify, the reputable think tank Statista – who 
compiles and interprets statistical information on a variety of social issues – estimates that 
disinformation thus far has cost the planet roughly 78 billion dollars (Romano, 2022). Finally, we know 
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that mal-information has resulted in serious intangible consequences, not the least of which is the 
eroding and, occasionally outright overthrowing, of democracies. 
 
When we read and ponder about the nature of mal-information and all of its deleterious consequences, 
we can leave feeling very despondent without much, if any, hope for the future. Indeed, mal-information 
seems to prey on some of humanity’s deepest vulnerabilities, concocting frightening scenarios that tear 
apart our communities and countries, only to point into the direction of a constructed solution that 
benefits the very sources of the mal-information in the first place. 
 
Furthermore, mal-information, AI, and digital media are all very complex phenomena, and even more so 
when they are combined. To address the litany of problems associated with this new digital age is no 
simple task. I caution all of us that there probably is not a single answer, there is no panacea, no silver 
bullet. Indeed, I concur with the recent European Union task force (Bjola & Pamment, 2016) concerning 
disinformation and other groups like the Empowering Diverse Digital Citizens Lab at Stanford 
University who advocate for a multi-tiered, comprehensive framework that addresses the different and 
various aspects of digital mal-information.  
 
Perhaps the best way to consider solutions is to first identify the multiple causes or variables that exist 
which contribute to the overarching problem that I have been discussing. This means an approach that 
concerns the mal-information propagated by foreign countries and their surrogates, an approach that 
focuses on social media platforms (such as possible government regulations or incentivized industry 
standards), an approach that addresses mal-information from our political parties and candidates, an 
approach that offers possibilities in our educational institutions, and, of course, an approach that helps 
individual users as they continue to utilize and navigate the digital terrain. As an educator, I believe the 
last two approaches have some overlap. Thus, I will spend my time discussing these last two approaches 
and leave the conversations concerning the directives for the other dimensions of the problem to others 
more talented and uniquely suited than me.  
 
Therefore, in this next section, I will focus on how argumentation theory can help us address some of the 
problems related to mal-information in our society. There are two fundamental dimensions to what I will 
be noting here – the first is how argumentation theory can help our schools and educational institutions 
better prepare students and citizens for our digital world that is filled with mal-information. The second 
layer is what I think argument and debate concepts can do for individual users of digital media. These 
are obviously related areas and some overlap will be inevitable. 
 
2. Argumentation theory 
Ideally, every high school, college, and university should offer argumentation courses. Unfortunately, 
they do not, and even when they are offered they are usually electives. For years, those of us who 
believe in the value of argument skills have diligently advocated for more argument courses, including 
the possibility of adopting a “debate across the curriculum” initiative in high schools (Bellon, 2000). A 
quick reference about the relevance of such classes can be seen in proposals to implement debate courses 
that instruct students about the construction and use of AI (Bauschard et al., 2023; Bauschard & Rao, 
2023). Today these courses are more important than ever. For schools that already offer argumentation 
courses, they already have an infrastructure in place to re-design those courses for use as a way to teach 
digital literacy skills. For those institutions that do not have argument courses, perhaps new proposals for 
them that integrate critical digital literacy skills can be a way to convince administrations to now include 
them. 
 
For many of us, the connection between digital literacy skills and argumentation is natural, even 
obvious. But that connection does not happen for everyone, and we should develop ways that clearly 
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articulate how argumentation theory can be used to educate digital literacy. As such, I want to highlight 
and propose the following three key areas that can boost digital literacy. 
 
Topoi – also known as loci, commonplaces, or argument fields – is a categorization system first 
described at any length by Aristotle (McAdon, 2003). They also serve as a way of discovering and 
constructing argument: “All arguments begin somewhere, not in the sense of a dispute or conflict that 
needs resolution, but the decisions regarding how to construct and present the argument. So all 
arguments will have their source in some topos” (Tindale, 2007, p. 8). Aristotle described two types of 
topoi – general/common topoi that can be used for any controversial issue, and specific topoi that are 
also “generic” in that they can be applied to a variety of issues, but they are techniques that involve more 
particularized arguments (Aristotle, 1924). Aristotle listed 28 general topoi; some examples are more or 
less (maximizing/minimizing), part to whole (synecdoche), cause to effect, turning opponent’s 
arguments, etc. Particular topoi involve arguments that are specific to a distinct field, area, or discipline. 
For example, cause and effect arguments entail specific claims and warrants in the area of religion 
(teleology) as compared to verifiable cause and effect arguments in the discipline of physics. But, in 
both cases, a skilled orator who also was knowledgeable in theology could advance topoi that are 
applicable in a variety of ways but only in that arena. 
 
Thus, as a way of classifying, identifying, and constructing arguments that are applicable to a variety of 
issues, topoi can be helpful when assessing mal-information. As such, topoi can help us determine if 
messages contain reasonable arguments that are contained in the information (Zompetti, 2006). For 
instance, we can use the topos of “part to the whole” – or synecdoche – to consider a frequently shared 
argument in social media: People who oppose mandatory vaccines claim that since some children 
became sick after receiving a measles shot, then we should oppose other vaccines that can trigger 
devastating side effects. Someone skilled in using topoi – even if they know nothing about epidemiology 
or vaccines – can reasonably question such logic on the grounds that what is true in one instance of 
vaccinations does not necessarily make it true in all instances. Of course, one could also question the 
strength of causality in such an argument. In either case, topoi can help us evaluate the strength of an 
argument that is spreading across social media, even when we are not experts in the subject matter. 
 
In addition to topoi, argumentation theory offers us another useful skill when interacting with digital 
media messages. At the core of argumentation theory is “the argument” – the fundamental component of 
the process of argumentation. Various definitions of argument exist, but I have always been fond of 
Ziegelmueller’s definition that it is a complete unit of proof (Ziegelmueller & Kay, 1997, p. 37). Those 
units consist of evidence and reasoning. This conception of argument is consistent with the famous 
notion of argument that was offered by Stephen Toulmin (2003) – where a conclusion, or claim, is the 
sum of data (evidence) and warrants (reasoning). On a very basic level, just knowing what an argument 
is and how it is constructed can be useful when we encounter mal-information. For example, when 
claims are made in social media that lack evidence and/or reasoning, we should immediately flag the 
message as an incomplete argument and, at best, perhaps a somewhat informed opinion. For our 
purposes, however, an incomplete argument should alert us that it isn’t really an argument at all and, as a 
result, it should not be given much weight, especially if it is used to support a controversial point of 
view. 
 
Of course, knowledge about the construction of arguments can help us in other ways. If an argument has 
evidence and reasons, that does not automatically make it a strong or compelling argument. Before 
accepting or believing the argument, we should first examine and critically question the evidence and 
reasoning used to support or justify the claim. To do so, we can apply “tests” to the evidence and 
reasoning, which interrogatively look like this: 
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Evidence: 
• Recency – is the evidence timely or does it align with the current, real situation? 
• Source identification – is the source identifiable; is it knowable? Is the source a human, a social 

media bot, or AI? 
• Source willingness – is the source freely, without coercion or enticement, providing the 

information? 
• Source ability – is the source credible, with expertise, and without (at least minimally) bias? 
• Context – is the evidence consistent with the source’s intent? 
• Internal consistency – within the evidence itself, is the source and the information consistent? 
• External consistency – do other reputable sources agree or support the information from the 

cited source? 
 
Tests for statistical evidence: 

• Sampling – Is the sample size adequate and sufficient? 
• Statistical unit – is the metric being used adequate and sufficient? (e.g., percentages vs. 

aggregate data) 
• Time period – are the statistics appropriate for the time period under investigation? 

 
Tests of reasoning: 

• Internal consistency – is the line of thinking consistent within itself; in other words, does it 
avoid contradictions? 

• External consistency – is the process of thinking consistent with related issues? 
• Acceptability – is the reasoning acceptable to the consensus of experts in the specific field of 

study? 
 
These are merely examples and not an exhaustive list of the tests we can apply to evidence and 
reasoning. Simply by asking these basic questions, we can quickly assess the relative merits of the 
arguments. Questioning evidence and reasoning in this way is not a panacea. For instance, if we applied 
these tests to the arguments proffered by climate change deniers, then it should be clear that their 
arguments are inadequate and insufficient, if for no other reason than climate change denial arguments 
are rebuked by over 98% of the world’s climatologists, meteorologists, and other scientists (Anderegg et 
al., 2010; Carlton et al., 2015; IPCC, 2014; NASA, 2003; Oreskes, 2004). However, we know that when 
faced with cognitive dissonance, many people will not change their minds in congruence with other 
reputable sources, but instead they will avoid the tension altogether or they will try to delegitimize the 
sources from the opposing view (Wade & Villines, 2024). Nevertheless, employing these simple 
questions can help us make better, more critically-informed decisions because, when equipped with the 
answers to these questions, we can better assess the quality and adequacy of the evidence and reasoning. 
 
Another area where argumentation theory can help us address mal-information is the concept of 
fallacies. In addition to asking the critical questions pertaining to reasoning that I just described, we can 
also equip ourselves with some of the more common techniques of using “flawed reasoning.” Known as 
fallacies, flawed reasoning is practically ubiquitous, especially since most of us are not trained in the 
proper use of reasoning (Paul & Elder, 2012). But, it would be incorrect to also say that all fallacies are 
problematic or incorrect. In other words, an argument may be a sound and appropriate argument even if 
it is supported by fallacies; fallacies alone do not necessarily discredit or undermine an argument. 
However, knowing about fallacies and being able to identify many of them – particularly the more 
common ones – can help us reduce mal-information or, at least, help us to process mal-information to 
minimize potential negative consequences.  
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One of the advantages to learning argumentation theory is the acquisition of knowledge about such 
fallacies. Realistically, most of us will not know every possible fallacy, and many of us will only 
remember a couple. Like learning a foreign language, knowledge about arguments and fallacies can be 
quickly lost if not used frequently. Despite this, if we learn just a few of the fallacies, such knowledge 
can benefit us significantly. For instance, one common fallacy is known as the ad hominem fallacy, 
which occurs when a rhetor attacks the character of their opponent instead of the actual arguments, such 
as when Donald Trump refers to Hillary Clinton as “crooked Hillary,” or when he labels President Biden 
as “sleepy Joe.” Another common fallacy is the slippery slope fallacy, which proposes that a serious 
impact will happen at the end of several cause and effect moments that are loosely connected. For 
example, some opponents to marriage equality make the argument that allowing same-sex couples to 
marry will establish a precedent that would then justify marriage to a family member, which then could 
justify marriage to one’s pet, and so on. Not only is the logic connecting these marriage iterations 
tenuous (at best), but they also ignore how intervening variables or circumstances could happen at any 
point, thereby breaking the chain of causal nodes that then precludes triggering the final impact. 
Additionally, another common fallacy is the post hoc ergo propter hoc, which means “after this 
therefore because of this.” Also known simply as a post hoc fallacy, this line of reasoning supplies a 
faulty cause of a particular effect. For instance, I have noticed the past few times I have eaten Thai 
cuisine that more gray hairs appear in my beard. Like the logic of “where there is smoke, there is fire,” 
the post hoc fallacy argues that because B happens immediately after A, that somehow A is the cause of 
B. Of course, B can happen without A (gray hairs appear even when I do not eat Thai food), and A can 
occur without causing B (even if I eat Thai food every day, I will probably notice some days when gray 
hairs do not emerge). Yet, public officials, lawyers, politicians, and essentially anyone who makes 
arguments probably engage in post hoc justifications. Our job is to spot them when they occur and not 
fall into the trap of automatically assuming that B is the result of A. 
 
3. Debating skills 
In addition to argumentation courses, we know that co/extra-curricular debating activities can foster 
important critical thinking skills (as well as other skills) that can be used to boost digital literacy. Debate 
courses and competitions can offer a couple of benefits that are only found together in debating 
activities, namely research skills, reasoning skills, critical thinking skills, and civic engagement skills. 
 
Since the foundational component of all debating activities is the argument, it should come as no 
surprise that debate can capture and promote all of the benefits we just discussed with argumentation 
theory. However, debate offers additional advantages that go beyond argument theory. First, debaters 
must learn how to efficiently and thoroughly research any and all arguments relating to a controversial 
topic. Depending on the debate format, students will learn valuable research skills. For limited 
preparation styles (such as parliamentary debating), competitors may know before the tournament 
commences what possible topic areas might be addressed in competition, although the debaters will not 
know the specific topic until shortly before a round commences. With this format style, students may do 
general research throughout the week, primarily by paying attention to current events along with 
researching generic arguments that can be used regardless of the topic area – much like knowing general 
topoi. In other debate formats, when specific topic resolutions are announced prior to the tournament, 
debaters will conduct extensive research in preparation for the competition. With this type of research, 
students learn how to brainstorm, prioritize, then locate evidence – generally expert testimony evidence 
that appears in the form of quotations – and, finally, organize the researched evidence into coherent and 
strategic arguments. Research of this kind typically involves in-depth research on both sides of a 
controversial topic that should include material located in books, newspapers, academic journals, 
opinion-based internet posts, etc. In so doing, debaters need to pay close attention to source 
qualifications, the recency of the evidence, and the overlapping relationship one set of arguments may 
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have with other sets in order for the debaters to advance multiple arguments simultaneously, but with the 
capacity to know if the different sets of arguments are consistent with each other. 
 
Since debate requires the construction of arguments, research skills are vital when producing argument 
briefs, structured outlines, and overall articulations of key positions. In addition to research, debaters 
also acquire powerful reasoning skills. Framing debates, ensuring the consistency of arguments, and the 
prioritization and explanation of overarching positions of advocacy require advanced reasoning skills. 
Advancing one’s strategic maneuvers while simultaneously refuting and minimizing their rival’s 
arguments also necessitates higher-order reasoning skills, not the least of which is a laser-like focus 
regarding the pivotal argumentative positions. 
 
Fundamentally, debate requires the weighing of evidence, contrasting arguments with the positions from 
the opposition, and assessing different points of view that can maximize one’s ability to prevail during 
competition. In addition, some debate formats require debaters to “switch-sides” from one individual 
debate match-up to the next, which means they will need to advocate support for a proposition during 
one round, and then they will be slotted to debate a different team while defending the opposite position 
that they advocated in the previous round. Even in debate formats that do not require switch-side 
debating, debaters need to research and understand the positions of their opponents so they can 
anticipate certain forms of attack. Such critical reflection is a technique all of us should employ when 
confronted with mal-information and with any controversial discussion we may have with anyone. 
Indeed, “Critical thinking also enables people to question issues that normally seem obvious in order to 
uncover hidden meanings, agendas, and purposes. In short, critical thinking empowers individuals to 
process information quickly in organized ways to maximize the use of such information, hopefully for 
the betterment of the individuals involved and/or the community as a whole. In an age when information 
is rapidly proliferating and our time to process it remains constant, critical thinking skills are absolutely 
critical for everyone” (Zompetti, 2006, p. 22-23). As a result, this type of critical thinking teaches us 
life-long skills such as prioritizing, discernment, breadth and depth research techniques, understanding 
of multiple – even contradictory – perspectives, and focused ruminating. 
 
Finally, debating competitions use the knowledge gained from heightened research techniques and then 
applies them in the form of particularized and strategic arguments that support or refute controversial 
issues. When accumulating evidence and preparing sound reasoning to cohere the necessary elements 
into a unified, overarching framework, the debater then converts the evidence, reasoning, organization, 
and main thesis of inquiry into a form of advocacy. The debaters may be advocating before the judge of 
the tournament round, the other debaters who may be witnessing the round, and – depending on the topic 
and nature of the controversy – spectators unaffiliated with the debate competition. In some relatively 
rare cases, university administrators or even public officials might be present, giving the debaters a 
unique opportunity to compel social change. Of course, in the “average” debate round, the debaters may 
not be trying to actually persuade anyone; they merely may be just playing a “game” that has certain 
rules and a complicated objective. The ultimate objective, of course, is to win the debate, which requires 
a judge (or a panel of judges) to adjudicate the process. After assessing all of the individual arguments, 
the judge should evaluate each side based on their delivery of the specific arguments and by contrasting 
those positions against the opposition’s arguments, which essentially uses two criteria, known in the 
parliamentary debate world as “manner” and “matter,” wherein manner includes elements of style and 
performance, and matter refers to the relative strengths and weaknesses of argument content. In other 
words, the judge evaluates the style and the substance of the debaters’ performance.  
 
In these ways, debate competition involves the teaching and learning of sophisticated research, argument 
construction and refutation, organizational skills, and, of course, critical thinking techniques. Since the 
foundation for any debate is the discussion of multiple types of arguments, the debate activity itself 
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provides the means by which we can educate each other – and our students in particular with supporting 
school curricula – in appropriate and necessary literacy skills that also incorporates the use of digital 
media. Fundamentally, the skills acquired with debating are also cross-over skills that can – and should – 
be used in other situations. For our purposes in teaching digital literacy, the techniques learned via 
debate provide invaluable tools to identify quality source material, gauge the veracity of claims from 
others, compare and contrast pieces of information involving a controversial issue, question the value of 
different perspectives, and so on. 
 
4. Concluding thoughts 
We now should have a clearer understanding of the different types of mal-information, literacy options, 
and an appreciation that we are facing an uncertain and potentially scary future. It is crucial that we 
remind ourselves that the digital media ecosystem does not need to be frightening; and, as described 
above, we also have possibilities to minimize the impact of mal-information. In many places we already 
have an infrastructure in place to improve our digital media competencies. We can build upon our 
current educational scaffolding by incorporating ways to identify mal-information, improving our 
awareness of their insidious operations, and equipping ourselves with techniques to assess and evaluate 
potential mal-information. Additionally, we can combine argument and debate pedagogy with other 
efforts at minimizing the impact of mal-information. For example, a common and popular media literacy 
technique that is taught in a variety of ways that transcends disciplinary boundaries is the SIFT method. 
 
SIFT is an acronym for Stop, Investigate the source, Find trusted coverage, and Trace the evidence used 
in mal-information messages (Caulfield, 2019a, 2019b):  
 

• STOP. First, when you first hit a page and start to read it — STOP. Ask yourself whether you 
know and trust the website or source of the information. If you don't, use the other moves to get 
a sense of what you're looking at. Don't read it or share it until you know what it is. Then, after 
you begin the process and use the moves it can be too easy to go down a rabbit hole, chasing 
after more and more obscure facts or getting lost in a “click cycle”. 

• INVESTIGATE the source. This can be done using the tests of evidence and reasoning 
discussed earlier. 

• FIND better coverage. At a minimum, when we research controversial issues, we should 
diversify our exposure to different outlets so that we can view what other people are digesting, 
check the accuracy of claims made in arguments, and allows us to break away from echo 
chambers and information bubbles that may be reinforcing and perpetuating certain ideological 
positions that could be toxic. 

• TRACE claims, quotes, and media to their original context. Incorporating this technique into 
our information processing allows us to continue fact-checking, permits us to compare our 
current circumstances to other contexts that may have used the same evidence, and this enables 
us to choose from a variety of sources and contexts to make the best – and most well-informed – 
decisions possible. 

 
Models and techniques like SIFT can equip us to adequately handle the pernicious effects of mal-
information. Another useful model that helps envision a process that responds to mal-information 
utilizes the following five stages: 1) Explain the difference between fact and fiction, 2) Make the bias of 
the rhetor clear, 3) Clearly state what the consequences are for believing in the argument, 4) Compare 
and contrast the consequences, and 5) Focus in impact, not intent (Garcia de Müeller & Monty, 2021, p. 
161). Furthermore, when we combine various concepts in our arsenal against mal-information, we 
strengthen our position and competencies. 
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Of course, teaching argument and debate skills by themselves will not fully address the menacing 
problems perpetuated by mal-information, AI, etc. Larger issues that target network infrastructures, 
policies and regulations that monitor and guide cyber corporations, sophisticated counter-algorithms 
with the sole purpose of locating and disarming mal-information, and other legal, policy-oriented, and 
technological solutions must be explored and developed. However, at its core, any effort at constraining 
troubling mal-information must begin with teaching and learning the life-long skills of critical thinking, 
digital (media) literacy, and other pedagogical tools outlined in this essay (Lewandowsky et al., 2017). 
Once those skills have been adopted, they will augment and ease infrastructural and technological 
initiatives.  
 
Ultimately, we must remember that we live in an uncertain world. My mentor and acclaimed argument 
expert, George Ziegelmueller (Ziegelmueller & Kay, 1997), wrote that we live to decrease uncertainty, 
particularly since uncertainty constantly bombards us from all directions. Indeed, this is the connection 
to argumentation, because the study of argument is precisely the search of decreasing uncertainty. 
Humans like order, predictability, certainty. When we encounter issues of controversy – that are by their 
nature “uncertain” because there are multiple perspectives – we use argument theory to help us make 
sense of the confusion, to make sense of the conflicting points of view, to make sense of what decision 
to make. 
 
Finally, many instructors advocate that we integrate AI into our classrooms so our students will be 
prepared when they use digital media in their chosen career field. But, given the complexity and almost 
daily advances in the artificial intelligence industry, we cannot possibly prepare our students sufficiently 
for using this technology. If they learn how to use digital media in various contexts, especially AI, then 
by the time they begin their new job, the technology will have radically already been fundamentally 
altered. As such, I encourage education institutions and my fellow colleagues to teach the sorts of digital 
literacy techniques that I have been describing throughout this essay. We can (and should) let industry 
teach our students about how to use digital media while they are on the job. For us, we should do what 
we are trained to do, which is embracing the liberal arts concept of critical thinking and then teach it 
while combined with other literacy techniques, such as topoi, fallacies, and the SIFT method. In this 
way, we can prepare our students for life after college by instructing them with the life-long skills 
necessary to make critically-informed decisions, to avoid mal-information and social media seduction 
efforts, and ultimately with the pivotal skills required to be an informed, ethical, and critical citizen of 
the world. 
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